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Strategic Investments, Technological Uncertainty,

and Expected Return Externalities

Abstract

We study the effect of competition in technological innovation on asset prices. Using a model
of an innovation race in which firms face both technological and market-wide uncertainty when
they exercise innovation options, we show that a firm’s investment in innovation imposes an
expected return “externality” on its rivals. In equilibrium, a firm’s expected return decreases
when the firm invests but it increases when the rivals invest. Furthermore, the model predicts
that a firm’s expected return increases as the firm falls behind in the race. We test this unique
cross sectional prediction using an economy-wide panel on patenting activity of firms in the
U.S. from 1976 to 2006 and find that the prediction is strongly supported in the data. Our
analysis suggests that strategic considerations in investments are an important underpinning of

the cross-section of returns.
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1 Introduction

The competitive structure of innovation is the most important driving force of firms’ R&D in-
vestment decisions and, ultimately, of a society’s rate of technological progress and economic
growth.! While competition in innovation has received large attention in economics, little is
known about whether and how it impacts asset prices. Investment-based asset pricing models
do emphasize the connection between a firm’s investment policy and risk, but do not study
investment in a strategic setting.? If competition affects how firms invest, and if a firm’s invest-
ment impacts its risk, then we should expect competition to affect the firm’s cost of capital and,

ultimately, the cross-section of expected returns.

In this paper, we show that strategic interactions between firms’ investment decisions af-
fect the cross-section of expected returns because a firm’s investment impacts not only its own
systematic risk (beta) but also that of its rival. We refer to this interconnectedness between
investment and risk across competing firms as expected return “externalities.” To assess the
importance of such externalities, we compile an economy-wide sample of competitive innova-
tion races over the past three decades and show that a firm’s standing in the race is a robust
determinant of its beta, as predicted by our theory.

We develop a parsimonious model in which two firms decide when to make an irreversible
investment to acquire a monopoly rent—a patent. The patent’s value is subject to market-wide
systematic risk, and each firm’s innovation process is subject to a firm-specific technological risk.
The presence of technological risk implies that when a firm invests in innovation, it does not
immediately make a discovery and thus does not preclude the other firm from investing at a later
time. This allows for the existence of a “cross-section” of firms in which one firm has invested
(the leader) while the other has not (the follower). Market-wide risk and irreversibility induce
firms to delay their investments, while the patent’s winner-takes-all nature tends to erode the
option value of waiting. We characterize the equilibrium investment strategies of the competing

firms and derive implications for the dynamics of each firm’s beta during the innovation race. In

'A large body of work on the economics of innovation (see the seminal work of ?; reviews by ? or ?; and
analysis by ? or ?) and industrial organization (see ?) shows how the competitive structure of the innovation
process affects investment and growth.

2The foundations of investment-based asset pricing date back to ? and have recently received renewed attention
starting with the seminal works of 7?7 and ?.



equilibrium, a firm’s efficiency in innovation determines whether it takes the leader or follower

role in the race and its expected return.

We show that, the follower’s beta is a function of the leader’s innovation success rate—the
probability of the leader making a discovery and winning the race—despite the fact that success
at discovery is idiosyncratic. This occurs because the leader’s innovation success rate affects the
leverage of the follower’s investment option and hence alters its beta. The model features two
types of equilibria: simultaneous equilibria, in which both firms invest at the same time, and
leader-follower equilibria, in which the firm with the highest innovation success rate is the first
to invest in innovation. When leader-follower equilibria arise, the leader’s beta is always smaller

than that of the follower and this result generalizes to innovation races with multiple firms.

We test this prediction using a comprehensive firm-level panel of patent application filing and
patent award events in the U.S. over 1976-2006 which we create by combining information from
five sources: (i) the NBER Patent Data Project, (ii) the Worldwide Patent Statistical Database
compiled by the European Patent Office, (iii) the CRSP/Compustat Merged Database, (iv) the
CRSP Daily and Monthly Stock Files, and (v) the TAQ database. The key advantage of this
dataset is that it allows us to track innovation activity by both the technology fields of innovation
and by individual firms over time with links to firm characteristics. We use these two distinct
features to define which firms are active in innovation at any point in time and to empirically
identify an innovation race. Our dataset is ideal for testing the theory because firms engaged in
innovation races in our data compete for monopoly rents which explicitly derive from patents’
exclusive rights granted to inventors, as assumed in the model.

We find a strong support for the model’s prediction. The equity beta of a firm depends
on how its recent patenting success compares to that of the other firms in the race: A firm’s
beta is lower the closer the firm is to the leading position in the race. This relationship is
statistically and economically significant, holds using four alternative measures of firm beta at
both monthly and annual data frequencies, and is robust to the fact that some firms are active
in multiple races at the same time. We also show that employing alternative definitions of the
innovation race, obtained by varying the length of the time over which we measure the race
or by broadening/narrowing races’ field of innovation, has no impact on the results. Since the

firms we identify as active in innovation races account for about 40% of the total U.S. market



capitalization over our sample period, our analysis suggests that competition in innovation has
an economy-wide implications for the cross-section of expected returns.

Our theoretical analysis combines strategic investing, studied by the industrial organization
literature on patent races,® with the concepts of investment irreversibility and risk studied by
the real options literature in finance.* Our model is closely related to ? who compares optimal
timing of investment when two identical firms compete in R&D under different competitive
structures. We generalize Weeds’ model to allow for heterogeneity between the competing firms
and derive explicit closed-form characterizations of the dynamics of the rival firms’ risk. More
broadly, our paper follows the seminal work of ??7 in analyzing the effect of optimal investment
decisions on asset prices. The closest papers from this literature are ? and ?. ? derives the risk
premia dynamics of two firms engaged in a multi-stage R&D game and numerically documents
that risk premia increase when a firm lags behind. We abstract away from the multi-stage nature
of competition in innovation and are able to derive closed-form solutions for the dynamics of
beta in the innovation race. 7 analyze the risk dynamics of firms that compete in quantities in a
product market, and have options to expand and contract production. They show that expected
returns of competing firms are indirectly linked through the product market clearing condition
and depend on the heterogeneity in the firms’ cost structure. In contrast, we show that when
firms’ productivities are subject to idiosyncratic technological uncertainty, like in the context of
competition in innovation, a firm’s beta depends directly on the productivity of its rival, and
this leads to expected return externalities. Finally, in contrast to all papers in this area, we test
the predictions of our theory empirically.

Our empirical work relates both to the literature in economics that uses patent data to study
firm performance and to the more recent literature in finance that links aggregate technology
factors to asset prices. The performance literature documents a positive link between stock
market valuation and patents (e.g., 7?7) and between stock market valuation and patent citations
(e.g., 7 or 7). The evidence on strategic interactions among firms in innovation races is limited.
? uses an event-study methodology to estimate the effect of a patent award on rival firms relative
to the effect on its recipient. 7 estimate the winning probabilities of incumbents and entrants in
pharmaceutical innovation races as a function of the incumbents’ and entrants’ financial wealth.

This literature does not study firm’s expected returns.

3A partial list of early work in this area includes ?; ?; ??; ??; ??; and ?.
4See, for example, ?; 72?; 2222; ?; 7; 727; 7; and ?. See ? for a survey.



A small set of empirical papers in finance explores the link between industry technological
characteristics and asset prices. ? show that firms in highly concentrated industries are less
risky and thereby command lower expected returns. They argue that this finding is either due
to barriers to entry in highly concentrated industries which insulates firms from undiversifiable
distress risk, or because firms in highly concentrated industries engage in less innovation. Re-
cently, 7 finds that aggregate patent and R&D shocks have predictive power for market returns
and premia in the U.S. as well as in other G7 countries. Following this result, 7 construct a
technology factor which tracks the changes in technology prospects measured by U.S. patent
shocks, and find that this factor helps to explain the cross-sectional variation of ? portfolios.
Unlike these papers, our analysis is at the firm level and hence directly investigates the link
between firms’ technological characteristics and expected returns.

Our paper makes four contributions. First, we formalize the link from the strategic invest-
ment decisions to the firms’ systematic risk in industry equilibrium. Second, we quantify the
effect of competition in innovation on firms’ equity betas. To the best of our knowledge, we are
the first to provide firm-level empirical evidence that strategic interactions among firms impact
asset prices. Third, we develop a novel empirical methodology to identify innovation races using
patent data. Fourth, despite the fact that our explanatory variables are, by construction, un-
connected to financial market data, we show that their explanatory power for the cross-section
of equity returns is robust and applies to a large part of the U.S. equity market.

The rest of the paper proceeds as follows. In Section 2, we develop a model of an inno-
vation race and derive firms’ values and betas. Section 3 describes our sample, defines main
variables, outlines methodology, and presents the results. Section 4 concludes. Proofs of all
propositions are in Appendix A, details of the empirical analysis are in Appendix B, and tables

with robustness results are in Appendix C.

2 Model

In this section, we develop a model of competition in innovation between two firms and charac-

terize their equilibrium investment strategies, values, and risk characteristics.



2.1 The innovation game

Two all-equity financed firms, ¢ = 1,2, have an opportunity to invest in innovation. The first
firm to make a discovery is awarded a patent that guarantees exclusive monopoly profits from the
commercialization of the innovation (winner-takes-all). Investment in innovation is risky—the
discovery is a random event—and the market value of the patent evolves stochastically over time.
The competing firms are therefore subject to both idiosyncratic (technological) and systematic
(market-wide) risk.

We denote by x(t) the market value of the monopoly profits protected by the patent at
time t.> We take the process z(t) as exogenous and assume that it evolves according to a

geometric Brownian motion
dz(t) = px(t)dt + ox(t)dW(t), (1)

where dW (t) is the increment of a standard Brownian motion under the true probability measure,
w is the constant drift, and o is the constant volatility.

FEach firm has one option to invest in innovation. It exercises its option by deploying a fixed
amount of capital K > 0. This investment is irreversible. Once the capital has been deployed,
the discovery happens randomly according to a Poisson distribution with constant hazard rate
h; > 0. For simplicity, we assume that h; is not a function of the investment K. Since the
investment cost is the same for both firms, the hazard rate h; measures each firm’s efficiency of
its innovation effort: the firm with a higher hazard rate is more efficient in innovation.

We model competition in innovation as a stochastic stopping time game.% Formally, if firm
1 invests K at time ¢, it can make a discovery at all dates s > ¢. Once firm 7 has invested in
innovation it cannot make any other action. The game ends when either firm makes a discovery,
i.e., acquires the patent. Unlike 7?7, the firms in our model do not precommit ex-ante to a
specific investment date. Instead, as in 7, we allow firms to observe and respond immediately

to their rivals’ investment decisions. As we will show later, this can lead to (subgame perfect)

®One can think of z(t) as the present value of the future cash flows from commercialization of the innovation,
or, more generally, the market value of the opportunity to commercialize the patent (see ? for a model in which
innovation and commercialization are separate decisions).

5See 7 for a formal treatment of stopping time games. ? and ? are early applications of stochastic stopping
time games to, respectively, foreign direct investments and real estate development.



equilibria in which firms may try to “preempt” each other, while preemptive strategies are not
feasible when firms precommit to investment dates.

At each point in time, the state of the game is described by the history of the stochastic
process z(t) and by whether each firm has invested in innovation. In general, a strategy is a
mapping from the set of states to the set of actions: invest or wait. We restrict our attention
to Markov strategies, i.e., time invariant strategies in which actions depend only on the current
level of the variable x(t). Specifically, a firm’s strategy is a stopping rule characterized by a
threshold x* for x(¢) such that the firm invests when x(t) crosses z* from below for the first

time.”

A Markov perfect equilibrium is the set of strategies such that, in every state, each firm’s
strategy is value maximizing conditional on the rival’s strategy. Section 2.2 characterizes firms’
values and investment strategies and Section 2.3 characterizes the Markov perfect equilibria of

the innovation game.

2.2 Firms’ values and investment strategies

Firms’ values are the net present values (NPV) of their risky profits. To evaluate the profits, we
assume the existence of a pricing kernel. Following a standard argument (e.g., ?7), we construct

a risk-neutral probability measure under which the process z(t) evolves as
da(t) = (r — §)z(t)dt + ocx(t)dW(t), r>6>0, (2)

where dW(t) is the increment of a standard Brownian motion under the risk-neutral probability
measure implied by the pricing kernel, r is the risk-free rate, and J is the opportunity cost of
keeping the option to invest in innovation alive.® From (1) and (2) we infer that the constant
risk-premium associated with the process z(t) is A = p — (r — 4). We assume that p > r — 0,
implying a positive risk premium A > 0.

To insure that no firm has already invested in innovation at the beginning of the game, we

require that the initial value of the patent x(0) is sufficiently low so that the NPV of investing

"Because x(t) is a Markov process, Markov strategies contain all payoff-relevant information. In general, one
cannot exclude the existence of non-Markovian strategies. However, if one firm follows a Markov strategy, the
opponent’s best response is also Markov (see 7, Chapter 13, for a formal treatment of Markov equilibria).

8By assuming the existence of a pricing kernel exogenously, we implicitly rule out the possibility that any
firm’s innovation activity alters the state prices in the economy.



at time zero is negative (ignoring any strategic interactions among firms):”

E [/ e thidtha(t)dt) — K <0, ie., hiz(0) <0, i=1,2. (3)

0 h; + 6

This assumption rules out the multiplicity of equilibria with simultaneous immediate invest-
ment considered in 7 although, in general, it does not prevent the existence of other types of
simultaneous equilibria, as we will show in Proposition 4.1°

In principle, there are three possible outcomes of the innovation game: (i) Firm 1 invests
first (leader) and firm 2 invests at a later date (follower); (ii) Firm 2 invests first as a leader and
firm 1 follows; or, (iii) both firms invest simultaneously. As is standard in dynamic games, we
first derive the firms’ values and investment strategies associated with these three possibilities,
taking the roles of leader and follower as given. We then endogeneize the firms’ roles and
construct equilibrium investment strategies by comparing the value of investing as a leader, the
value of waiting and being a follower, and the value of investing simultaneously. As we will
show, in the case of an asymmetric game in which firms differ in their hazard rates, h; # h;, the
more efficient firm (high hazard rate) endogenously takes the leadership role, unless firms invest

simultaneously.!!

2.2.1 Follower

The problem of the follower is to determine the optimal time to invest, given that its opponent
has already invested. Let firm ¢ be the follower and firm j be the leader and denote by xZF the
follower’s investment threshold. The value of firm ¢ is the solution of the optimal stopping time

problem:

V;F<m) — m%XE e*(r+hj)7'iF / ef(r+hi+hj)(tiTiF)hi.%(t)dt - K ) i 7é ja (4)
7} TF

9Note that, because the discovery occurs according to the Poisson distribution with hazard rate h;, its arrival
time 7 has a negative exponential distribution, Pr(7 < t) = 1 —e~"*. Hence, e "i'h; in integral (3) is the density
of a negative exponential random variable, i.e., it represents the probability at ¢ of making the discovery in the
next dt instant, conditional on no discovery occurring until time ¢t.

9Tn particular, condition (3) rules out equilibria in which firms invest when x(t) decreases, as in the “recession-
induced construction booms” studied in 7.

11y a symmetric innovation game, one needs a selection mechanism to determine the role of firms in the
game. This selection mechanism requirement an enlargement of the strategy space to allow for mixed strategies
in continuous time (see 7).



where 77 = inf{t > 0: z(t) > '} is the stopping time and the expectation is taken under the
risk-neutral measure. Since the discovery by firm j occurs with a Poisson arrival rate h;, e~hiTi
in (4) represents the probability that firm j does not make the discovery in the time period
[O,TZ-F ]. Moreover, as the discoveries are independent, e*(hiJrhj)(t*TzF)hi is the probability that

firm ¢ makes the discovery in the next dt instant given that neither firm was successful before

time ¢.

Notice that the hazard rate of the leader h; augments the discount rate for the future profits
of the follower. This means that higher probability of firm j successfully innovating before ¢
reduces the value of the profits from i’s discovery. This is common in R&D models involving
a constant Poisson arrival process (e.g., 7). Furthermore, the expected profits h;x(t) for firm i
upon investing are discounted at a rate that includes the hazard rate of both firms, r + h; + h;.

The following proposition characterizes the solution of the follower’s stopping time problem.

Proposition 1. Conditional on firm j having already invested in innovation, the optimal strat-

eqy of firm i is to invest at the threshold

‘/'Ul ¢‘7 _ 1 hz Y ? # ]’ (5)

1 r—3 1 r=0\* 2(r+hy)
%—2‘02*\/(2‘02) e ot )

The value of firm i acting as a follower is

where

Vi (z) = <%> [m - K} if ¢ < x; .
Z hy ‘ .

The proposition highlights several aspects of the interactions between the leader’s and fol-

h;x

, .. . .
lower’s decisions. First, firm i’s NPV, hith,Fo

— K, is decreasing in firm j’s hazard rate, h;.
Second, as shown in Lemma A.2 in Appendix A, firm ¢’s investment threshold :Uf is increasing
in hj, i.e., the more efficient the leader (firm j) is, the later the follower (firm 4) invests. Finally,
the value of the option to wait, determined via the price (z/z!)?% of the Arrow-Debreu security

that pays one dollar when the process x first hits the threshold x!", depends on the hazard rate

hj of the leader. These innovation technology “externalities” play a crucial role in determining



the required rate of return of the follower, as we discuss later. Panel A of Figure 1 illustrates
the results of the above proposition by displaying the value of a firm investing as a follower for

two possible hazard rate values.

2.2.2 Leader

We now determine the value of a firm conditional on investing as the leader and anticipating
that the follower will respond optimally according to Proposition 1. The value of firm ¢ when it

invests as a leader is

F

Vi(z)=E / Dottty (t)dt | + B | THIT / e Tt =T p o ()dt | — K, (8)
0 +F

J

where TjF is the time at which the follower (firm j) invests in innovation. The first term captures
the expected profits firm ¢ receives before firm j invests, while the second term captures the
expected profits it receives after firm j invests. The next proposition characterizes the value of

the leader ViF(z).

Proposition 2. Conditional on firm j investing as a follower at the threshold xf from Propo-

sition 1, the value of firm i acting as a leader at the time it invests is

¢i F F
) h;x? h;x? .
L e <ﬁ“> [hiﬁa - h#h}a} -K ifr<ay
V() = ; . (9)
h;x . : F
hirh, 75 — I ifz 2 x;

When the follower has not invested yet, z < :Ef , the value of the leader in (9) has three
parts. The first part is the present value of a perpetuity with expected profits h;z and discount

rate h; + §. The second part can be thought of as the value of a short position in an option

h himf hixf
that pays m — m

] when z first hits :rf . Intuitively, it is as if the leader is shorting
this option to the follower who exercises it at the threshold xf . The third part is the fixed
investment cost. Lemma A.3 shows that the value of the leader is increasing in its innovation
efficiency. Panel B of Figure 1 illustrates the results of the above proposition by displaying the

value of a firm investing as a leader for two possible hazard rate values.
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2.2.3 Simultaneous investment

A possible outcome of the investment timing game is simultaneous investment. Under the con-
ditions discussed later in Proposition 4, it is possible to sustain equilibria in which firms agree
to invest at the same threshold. This happens if the value of each firm from investing simul-
taneously dominates the value of investing as a leader. The following proposition characterizes

the the value of firm ¢ when both firms invest at a pre-specified threshold z¢.

Proposition 3. The value of firm i when both firms invest at a given threshold z€ is

2z ¢°[ hia® —K} if v < z¢
V;C(IL‘;I'C) _ (:pi)w hi+h;+o | . i 7&]’ (10)
hi+;l,j+5 - K fo Z €
where
1 r—96 1 r—6\? 2r
g[)o:if g +\/<2 02>+02>1. (11)

The optimal joint threshold J:ZC from each firm’s individual perspective is obtained by max-

imizing (10) with respect to 2, yielding

2= G0 Tt hit0,
¢o—1 hi

i, =1,2. (12)

Notice that if h; # h; the two firms disagree on the optimal joint threshold. For example, if
hi > hy then, from (12), 2§ < 2§. This implies that in an equilibrium with simultaneous
investment and different levels of technological efficiency, one of the two firms adopts a strategy
that is not value maximizing although, as discussed in Proposition 4, no profitable deviations

exist.

2.3 Equilibrium investment strategies

Given the value of investing as the leader, the follower, and simultaneously, we can now char-
acterize the set of Markov perfect equilibria of the innovation game. Proposition 4 below shows
that there are three types of equilibria: (i) preemptive, (ii) sequential, and (iii) simultaneous.
To understand the structure of the equilibrium, let us assume, without loss of generality, that

hi > hs. From Lemma A.3, this implies that V{"(x) > ViF(z) and V' (z) > Vif'(x) for all x.
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When firm 2 has no incentive to become the leader, Vi (z) > V() for all x < 21", then
the equilibrium of the sequential type. Firm 1 acts as a “designated leader”, investing at
the threshold x¥ that it would have chosen if it had the exclusive right to invest first (see

equation (A18) in Appendix A). Firm 2 optimally chooses the investment threshold xg 12

When both firms have an incentive to become leaders, V:¥(z) > VI'(z), i = 1,2, for some
x, then the equilibrium is of the preemptive type, with firm 1 acting as the leader and firm 2
as the follower. The preemption threat of firm 2 (the less efficient) induces firm 1 to “retaliate”
by investing at a lower threshold. The preemption threat of firm 2 vanishes when firm 2 is

indifferent between being the leader and being the follower, which happens at the value x&

defined as
2y =inf{z : Vi (z) = V' (z)} (13)

Proposition 4 below shows that at 24, Vi¥(28) > Vif'(zf) and therefore firm 1 invests at the
threshold equal to the minimum between xf and the investment threshold z¥. In both these
cases, in a preemption equilibrium, firm 2 optimally invests at the threshold x'.

Finally, a simultaneous equilibrium can be sustained if V;*(z) < V,¢(x;2¢), for all w, i = 1,2.
These conditions insure that there is no unilateral incentive to deviate from the strategy to invest
simultaneously at ¢ and therefore an equilibrium involving a joint investment threshold can be
sustained. There are infinitely many of these equilibria, depending on the pre-specified threshold
2. Asin ? and ?, we reduce the multiplicity of these equilibria by focusing on the Pareto-
dominating one, which, as Proposition 4 below shows, is the equilibrium with the optimal joint
investment threshold a:lc for firm 1, derived in equation (12). In fact, if h; > ho, the only
sustainable joint investment threshold is :Ulc < :UQC, because, under the condition (3) for z(0),
firm 1 would always have an incentive to deviate from the alternative joint threshold z§ that
maximizes firm 2’s value. Importantly, the existence of simultaneous equilibria does not rule
out the existence of both preemptive and sequential equilibria and hence, in principle, there can
be multiple equilibria when V*(z) < V¢ (z;2%), for all z, i = 1,2.

The following proposition describes the regions of technological efficiencies h; and hs for

which each of the three types of equilibria described above occur.

12Notice that, as shown in Lemma A.4 in Appendix A, if h1 > ho there always exists a unique ' such that
V& (x) > Vi (z) for all & € [z, 5], while it is possible that Vi“(z) < V& (z) for all #. This implies that the more
efficient firm has always the incentive to be the leader and rules out the case in which neither firms has incentive
to lead.
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Proposition 4. Assume x(0) satisfies condition (3) and let hy > ha. Let 2k, 2, and ¥, be
the thresholds for the process x(t) defined, respectively, by (5), (13), and (A18) in Appendiz A.
Then, for every hy, there exist two thresholds for ha, J(h1) and S(h1), such that the Markov

perfect equilibrium is:

1. Preemptive, if hy > S(h1), with firm 1 investing at the threshold ¥ = min{x? xI'} and

firm 2 investing at the threshold acg > xf.

2. Sequential, if ho < S(h1), with firm 1 investing at the threshold ¥ and firm 2 investing

at the threshold z% > xP.
3. Simultaneous, if ha > J(hy), with both firms investing at the threshold xlc

We refer to equilibria of the preemptive and sequential types as leader-follower equilibria.
Figure 2 depicts the regions of different types of equilibria from Proposition 4 in the (hy, ho)
plane. The solid line is the threshold J(h;) and the dash-dotted line is the threshold S(hq).
Since we assume hq > ho, the relevant region in Figure 2 is the shaded area below the 45-degree
line.

Panel A (B) of Figure 2 depicts the case when the volatility of the process z is low (high).
Simultaneous equilibria are more likely to occur when volatility is high. Intuitively, the higher
volatility, the more valuable is the option to wait, and the less incentive the leader has to preempt
by investing early. For sufficiently low levels of volatility (Panel A), the threshold J(h;) is always
above the 45-degree line and simultaneous equilibria do not occur. From the threshold S(h;),
we infer that when ho is sufficiently smaller than A1, firm 2 has no interest to become the leader
and hence the equilibria are sequential. As hg increases and crosses the threshold S(hq), firm 2
has an incentive to become the leader, and preemptive equilibria ensue. Finally, as discussed
in 7, note that on the 45-degree line, when h; = hgo, there are only preemptive or simultaneous

equilibria.

2.4 Equilibrium firm values and betas
Given the characterization of the equilibria in Proposition 4 we derive firm values and betas for
each equilibrium type.

Proposition 5. Let V' (z) and ViE(z), i = 1,2, be given by Propositions 1 and 2, respectively,
and let hy > hs.
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1. In a leader-follower equilibrium, the value of the leader, VI** and of the follower, V4 are:

(a) If z < xf

LF € %o L/ P LF x %o F/ P
W= () Vi) md e = (5) wWeh,
1 1
where ¢o is given in (11).
(b) If 2¥ <z <af
VIF() = he (" [hal  maf (15)
1 hi+9 xg hi+d6 hi+hy+6
1 h .%’F
Vi) = (2) |22 g 16
2 () (ﬁ) [h1+h2+5 (16)
(c) If x > ¥
hix hox
LF — _ d VLF e 1
o = s VY 0= s (7

where ¢1 is given in (6), v¥ = min{zP 28} in a preemptive equilibrium, and ¥ = P in

a sequential equilibrium, with x¥ given by (13) and x¥ given by (A18) in Appendiz A.

2. In a simultaneous equilibrium, the value of each firm V7(x) is

$o h;x€ .
= it — K if v < 2§
Vi(z) = (aslc) [h1+h2+6 f 1 L i=1,2, (18)

h;x . C
FbheTo if © > x]

where x§ is defined in (12).

Note that when the investment takes place the values of both firms increases discontinuously.
This happens because at the time of investing the option to invest is converted into assets in place
and we assume that the investment cost K is financed through influx of new equity capital.'®

To determine the risk premium demanded by each competing firm, we use the fact that

systematic risk 3; of firm ¢ can be expressed as the elasticity of the firm’s value with respect to

131f, for example, K were financed through debt, the firm values would need to be adjusted to incorporate the
present value of the liability cash flows.
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_dVi(z) =
Bi = FERTATSE (19)

Hence, the instantaneous expected return of firm i can be expressed as'?
E[R] =r+ i, (20)

where A is the risk premium of the process z. Note that f3; in expression (20) is not the CAPM
beta because our model is silent about the systematic risk structure of the process x. For ease
of exposition, we nevertheless refer to the quantity in (19) as the “equity beta” because, in our
setting, this is the only determinant of equity risk.'® In Section 3.1.5 we discuss how we measure

the process x in our empirical analysis.

Using the expressions for the firms’ values in the different equilibria from Proposition 5, we

obtain the following characterization of the firms’ betas.
Proposition 6. Let 3; be the measure of systematic risk of firm i defined in equation (19).
1. In a leader-follower equilibrium, the beta of the leader, 51", and of the follower, 35" are

(a) If v < ¥, BYF(z) = B5F(z) = ¢o > 1, where ¢q is given in (11).

(b) If 2¥ <z <2l

(2) = 1-w@)(en-1) <1 (21)
y(@) = d>1, (22)
where ¢1 is gwen in (6), w(z) = % > 0, with a(x) = h}ifé’ and b(z) =

s b1 h1acg B hlzg
=k h1+6 hi1+ha+0 |°
“Expression (20) is obtained from the evaluation equation under the risk-neutral measure, E[dV;(z)] =
rVi(z)dt. Applying Itd’s lemma we get 1/2V"x?0% + V'(r — §)z = rV. The instantaneous expected return
is E[R;] = E[dV;]/V;, where the expectation is taken under the physical measure. Applying It6’s lemma and
using the valuation equation to express 1/2V"z%0? we obtain E[R;] = r 4+ 8\, where 3; is given by (19) and
A=p—(r—79).
5Note that there is a one-to-one correspondence between the (conditional) CAPM beta and our equity beta

measure [3;, which are linked through the covariance of the process = with the pricing kernel in the economy. The
expected return on equity may then be further expressed as

E[R])=r+Bi-p-0-SR,

where SR is the maximum Sharpe ratio attainable in the economy and —p is the correlation of the patent value
process x with the stochastic discount factor in the economy. This implies that the risk premium A associated
with the process x is A\ =p-o- SR (see 7).
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(¢) If x> a, BiF(a) = By (x) = 1.

In a preemptive equilibrium, xf = min{xf),xg}, and, in a sequential equilibrium, xf =

xP with 2P and x given by (A18) and (13), respectively.

2. In a simultaneous equilibrium, both firms have the same systematic risk

. C
yr<<x
B (z) = ¢ if L oi=1,2 (23)
1 if v > af

where 2§ is defined in (12).

The proposition formalizes how equilibrium investment strategies affect firms’ systematic
risk. In leader-follower equilibria, the leader’s beta decreases from ¢g > 1to 1 —w(z)(d1—1) < 1
when it invests, while, at the same time, the follower’s beta increases from ¢y to ¢1 > ¢g. Note
that both firms have identical beta before the leader invests. This is a consequence of the fact
that there are no “assets in place” and the beta refers uniquely to the “growth option” associated

with investing in innovation.'6

The drop in the leader’s beta is a familiar result: the option to innovate is a levered asset and
by exercising it, its riskiness is reduced. In a non-strategic case, the leader’s beta would drop
from ¢g to the beta of the underlying profit which is equal to 1. In the case of a leader-follower
equilibrium, the leader’s beta is affected by the follower’s option to invest later at the threshold
xl. Specifically, for values of the process z between xf and xl" the leader is in a de facto
monopoly position because it can make a discovery while the follower, who has not invested yet,
cannot. However, in the presence of technological uncertainty, the follower’s equilibrium value
VyF is a long position in an innovation option (see equation (16)) while the leader’s equilibrium
value VI*" is a portfolio composed of asset in place, worth a(x), and a short position in an
innovation option, worth b(z) (see equation (15)). Both option positions have identical betas
(elasticities) equal to ¢1. The short position in the innovation option pushes the leader’s beta
below the beta of the underlying process x. Proposition 6 shows that, after firm 1 invests, the

follower’s beta is ¢1 > 1 and is not affected by = while the leader’s beta drops below 1 and is

decreasing in . This happens because, after firm 1 invests, changes in x affect the probability

6This is consistent with the model of product market competition studied by ?: In the absence of assets in
place, betas of leader and follower are identical before the leader exercises. In the presence of assets in place, the
beta of the leader is higher that the beta of the follower before investing (see their Propositions 5 and 7).
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of firm 2 to innovate, and hence succeed, while do not alter the probability of firm 1 to succeed.
In other words, as x increases, the value b(x) of the short option position of the leader increases.

This results in a higher weight w(z) and, from (21) a lower value of the leader’s beta.

The follower’s beta increases because its option to invest in innovation becomes less valuable
and more “levered” when the competitor invests and starts the discovery process. This can
be seen by analyzing the value of the follower in equation (16). As the process x crosses the
threshold x” at which the leader invests, the follower’s value V¥ (z) becomes more convex in
x (since ¢1 > ¢p). In other words, the increase in the follower’s beta comes from an increase
in the sensitivity of the follower’s value to changes in the process x. The leader’s decision to
invest in innovation imposes an externality on the follower, and this externality takes the form
of adding extra “leverage” to the follower’s option to innovate.

Figure 4 plots an example of a simulated path of length T = 240 periods for the process
x in (1) and the corresponding betas in a leader-follower equilibrium computed according to
Proposition 6. The times 71 and 7o indicate the stopping times at which the process x first
reaches the equilibrium investment thresholds of the leader, xf , and the follower, xg . The
process x starts at a level below xf . For t < 71 the spread between betas is zero. For t € |11, T2],
the spread between betas is positive and for ¢ € [r2, T| the spread is again zero.

In summary, our model of a two-firm innovation race predicts that the beta of the leader
is always (weakly) smaller than that of the follower in all equilibria we consider and for all
x. Importantly, in leader-follower equilibria, the beta of the leader is strictly smaller for x €

(27, 23]

2.5 Innovation efficiency and firms’ betas

In this subsection, we analyze the effect of a change in the firms’ innovation efficiencies (hazard
rate) on systematic risk. Figure 3 shows the betas for the leader and the follower in leader-
follower equilibria, derived in Proposition 6. Panel A analyzes the case of the follower “catching
up”, i.e., the hazard rate of the leader is set to h; = 0.1 and we consider three levels of hy =
{0.06,0.08,0.09}. Panel B analyzes the case of the leader “pulling ahead”, i.e., the hazard rate
of the follower is set to hg = 0.1 and we consider three levels of h; = {0.11,0.13,0.15}. In both
panels, the bottom part of the graph plots the beta of the leader and the top part plots the beta
of the follower (equation (21) in Proposition 6). Figure 3 highlights that as h; and hy change,
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the investment thresholds change. Specifically, both ¥ and 24 (i) decrease with hy for a given
level of hy, and (ii) increase with hy for a given level of ha.

Panel A of Figure 3 shows that, as hs increases, the upper bound of the beta of the follower
is unaffected, while the lower bound of the leader’s beta decreases. To understand the behavior
of the leader’s beta in Panel A for z € [z], 21], note that, from equation (15), the leader’s value
Vi*F(z) is a portfolio of assets in place, a(z), and a short position in the option to innovate,
b(z). From equation (21), the leader’s beta for x € [z}, 2]] is given by 1 — w(z)(¢ — 1),
where w(z) = b(x)/(a(x) — b(x)) > 0 stands for the fraction of the value V{*" represented by the
innovation option. As hg increases, the follower’s innovation option b(x) becomes more valuable,
and, since a(x) does not depend on ha, w(x) increases. This, together with the fact that a change
in he does not affect ¢1 imply that an increase in hs reduces the beta of the leader.

Panel B of Figure 3 shows that, as hj increases, the upper bound of the follower’s beta
increases. According to Proposition 6, in leader-follower equilibria, the beta of the follower
increases with the innovation efficiency of the leader because this makes the follower’s option
to innovate more sensitive to the underlying process x. This effect can be seen by inspecting
the expression for the follower’s beta 35° in equation (21). From equation (6), we see that ¢;
increases with the leader’s hazard rate h; and hence 55" increases with hy as well.

The implications of a change in h; on the beta of the leader in Panel B are more subtle
because a change in h; has both a direct and an indirect effect. An increase in hj, keeping
w(z) in equation (21) fixed, implies an increase in ¢; and hence a decline in G}* (direct effect).
However, as hj increases, w(x) changes as well. In particular, a higher hy reduces the value of the
innovation option b(z) held by the follower and increases the value a(x) of the leader’s expected
discounted profits from the patent, causing a(z) — b(x) to increase and w(z) to decrease. A
decrease in w(z) causes an increase in G;F (indirect effect). It is not clear, a priori, which of the
two effects prevails.

In summary, because changes in innovation efficiencies affect equilibrium investment thresh-
olds and have mixed implications for the leader’s beta, comparative statics on innovation effi-

ciencies do not lead directly to testable predictions.
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2.6 Values and betas in the N-firm case

Our goal is to assess the size of the expected return externality effect empirically. As innovation
races have typically many participants, it is important to analyze the properties of betas in an
innovation race with multiple firms. The construction of the full set of equilibria in an N-firm
game provides little guidance for our empirical analysis because the solution involves identifying
all the possible subsets of firms investing in either simultaneous of leader-follower equilibria.'”
Instead, we can obtain testable predictions by focusing on leader-follower equilibria. In the next

proposition, we derive firms’ betas in a N-firm game under the assumption that firms are in a

leader-follower equilibrium.

Proposition 7. Suppose N firms have hazard rates hy > ho > ... > hy andz1 < 19 < ... < TN
are the investment thresholds in a leader-follower equilibrium of a N-firm game. The beta of

fimm=1,... N is

o ifr < xp
<
%F(IU): Pn forn <m ifrn1<zr<zp,n=2,....N—1 (24)
1 —wmn(z)(pn—1) forn>m

1 ifx >an

where Wy, n(x) > 0 is defined in (A38), ¢o is defined in (11), and

2 n .
¢n:1_7“—5\/<1_7“—5> +2(r+§i:1h,) >1,n=1,...,N — 1. (25)

2 o2 2 o2

Equation (24) is a generalization of equation (21). The proposition implies that, for any pair
(4,7), of firms in leader-follower equilibria with h; > hj, the two firms (i) either have the same
beta, ;" = 3;", or (ii) the more efficient firm has strictly lower beta 8" < 3;". This holds for
any given value of z. Furthermore, from equation (25), the maximum beta across all possible

realization of = of a firm with innovation efficiency h,, is increasing in n.

"For example, ? characterize equilibria investment thresholds in an oligopoly product market games without
technological uncertainty.
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2.7 Model predictions

Our model explains how technological characteristics of firms in an innovation race determine
the roles the firms play in the race and derives a relationship between firms’ roles and betas
associated to each role. Specifically, Proposition 4 shows that, unless firms invest simultaneously,
the technologically more efficient firm takes a leadership role while the less efficient firm invests
as a follower. In Proposition 6, we further show that the leadership role is always associated with
(weakly) lower beta compared to the beta of the follower. Moreover, Proposition 7 shows that
in leader-follower equilibria with N firms investing according to their innovation efficiencies, for
any pair of firms, the more efficient one has always weakly lower beta.

These results lead to our main testable prediction: The spread between the betas of the
firms in an innovation race increases in the distance between their relative positions in the race.
In our empirical investigation, we examine this prediction controlling for some of the alternative

determinants of firms’ betas.

3 Empirical analysis

In this section, we describe our data, define the sample of innovating firms, explain how we
measure the relative positions of firms in a race and their betas, introduce our regressions, and

present summary statistics. Our main results are described in Section 3.2.

3.1 Sample formation, variable definitions, and methodology

3.1.1 Data sources

We rely on data from five sources: (i) the NBER Patent Data Project (January 2011), (ii)
the Worldwide Patent Statistical Database (PATSTAT, April 2008) compiled by the European
Patent Office, (iii) the CRSP/Compustat Merged Database, (iv) the CRSP Daily and Monthly
Stock Files, and (v) the Trade and Quote (TAQ) database.

The NBER Patent Data Project provides data about all utility patents'® awarded by the
U.S. Patent and Trademark Office (USPTO) over the period 1976-2006. Among other variables,

the NBER project contains, for each patent, a unique patent number, patent assignee names

18 According to the U.S. Patent Law (35 U.S.C. §101) utility is a necessary requirement for patentability and
is used to prevent the patenting of inoperative devices. In our analysis, we do not use plant patents, i.e., patents
for new varieties of plants.



20

matched to firms in Compustat (a patent number-GVKEY link), and a patent’s technology field
defined according to the standards of the International Patent Classification (IPC) system. The
original matching of patent assignees, by name, to firms in Compustat is done by ?. Since then,
the matching has been updated using multiple manual and computer generated matches (see ?

for details).

The PATSTAT database contains information from patent documents submitted to and
issued by the USPTO including the exact day when an application for each patent was filed and
the day when each patent was awarded. We merge the NBER and the PATSTAT databases to
create, for each firm, a day-by-day time series of patent filing and award events.

The key advantage of the resulting dataset is that it allows tracking of innovation activity
over time by technology fields as well as by firms. We use these two features to distinguish firms

active in innovation and to measure the relative innovation efficiency of firms in a race.

3.1.2 Sample of innovating firms

[JB]e To test the prediction of our theory, we first need to form a sample of firms
that are active in innovation. Specifically, our sample has to consist of firms with
non-zero innovation efficiency (h; from our model), while excluding firms inactive in
innovation as the expected return externality effect cannot arise among such firms.
Furthermore, from the set of firms active in innovation, we need to identify subsets

of firms that compete for the same monopoly rents—patents. e [JB]

<JB> Whenformingour-sample [replaced by| To this end <JB> | we use the fact that each
patent is classified into the area of technology according to the IPC system. The hierarchical
structure of IPC is made up of a section, class, subclass, main group, and subgroup. There
are eight sections in the first-level of IPC, about 400 classes in the second-level, and about 650
subclasses in the third-level.!” [JB]e We assume that firms that actively pursue patents

in a given technology field of innovation compete for the same monopoly rent as in

The IPC classification system is created under the Strasbourg Agreement (1971) and is updated on
a regular basis by a committee of experts, consisting of representatives of the contracting states of that
agreement. It is used as a search tool for the retrieval of patent documents by intellectual property of-
fices and it serves as a basis for investigating the state of the art in a given area of technology by
patent examiners. A patent examiner assigns a classification to the a patent (or a patent application)
at the most detailed level of the IPC hierarchy which is applicable to its content. See 7 for details
(http://www.wipo.int/export/sites/www/classifications/ipc/en/guide/guide_ipc_2009.pdf).
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our model. e [JB] We use the second-level of the IPC classification as our main proxy for the

technology field of innovation and we refer to it as ‘technology class.’

<JB> In particular, <JB> we denote a firm to be ‘innovating’ in technology class k at
month ¢ if the firm has been awarded at least one patent in technology class k during the last
7 months (including t), and has filed one or more patent applications in technology class k in
at least 6 percent of months over the same T-months period. Specifically, we create a dummy
variable DmnoVaLtlng that is equal to 1 if firm ¢ is innovating in technology class k at month ¢ and
is equal to 0 otherwise. Formally,

. t application t patent
Dmnovatmg 1 if Zs:thJrl Dzks > 0 x T and Zs:tf‘rJrl Dzks > 1 2
ikt ’ ( )

0 otherwise

where D;PP lication (DB?; ") is equal to 1 if firm i files one or more patent applications (is awarded

one or more patents) in technology class k at month s and 0 otherwise. Definition (26) relies
on a patent application date <JB> —which—wetaketo-be-aproxyfor-the-date—whenafirmis
active-ininnovation [replaced by]| as it is the earliest date at which one can observe that a firm is
innovating in a given technology class <JB> . [JB]e Since, in our data on average, patents
are awarded in two to three years after applying, firms are actively pursuing patents
for a long time before they are awarded.?’ Finally, as there are about 3 mil. patents
issued by the USPTO over the period covered by the NBER patent data and hence
filing a single patent application is not a significant event, we require a minimum
intensity of filing, which we capture using threshold 6 x 7. This is to ensure that
firms inactive in innovation or those with very low innovation efficiency do not enter

our sample. ¢ [JB] <JB> P

To form our sample, we begin with all firms in the CRSP/Compustat Merged Database in

the 1976-2006 period when NBER patent data are matched to firms in Compustat. We then

form a subset of firms that are innovating according to definition (26) in at least one technology

20 At the time of investing in R&D, a firm does not know if it will have enough subject matter to file a patent
application and if the patent will be awarded, which we modelled as R&D being subject to technological risk.
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class and month over this period. Using this subset of firms, we create firm-technology class-
month dataset that contains, for each firm, all technology class-month pairs in which the firm
is innovating.[JB]e This footnote is new. e [JB]?! Following these steps, we create two
samples of innovating firm: The 1-Year Sample with parameters 7 = 12 and the 3-Year Sample

with 7 = 36. In both samples we take 6 = 20%.

3.1.3 Firm’s relative innovation efficiency and position in a race

Our goal is to investigate the effect of a firm’s relative innovation efficiency and position in a
race on its beta. We start by presenting empirical proxies for these concepts and we describe
our regression specifications next.

In the sample of innovating firms, we refer to a situation when there are two or more in-
novating firms in the same technology class and at the same month as the innovation race in

technology class k at month ¢. For brevity, we refer to such race as ‘race k.’

To measure the relative innovation efficiencies of firms in race k, for each innovating firm ¢
in technology class k, we compute the relative amount of patenting output firm ¢ has achieved
in technology class k during the last 7-months period. Specifically, for innovating firm ¢ in
technology class k at month ¢, we compute the fraction h;g; of the total number of patents that

have been awarded in technology class k during the last 7 months to firm . Formally,

t
S Zs:t—‘r-i-l Piks
t
Z{j:D;I;;O‘]ating:l} Zs:t—‘r-ﬁ-l P]ks

hikt == ’ (27)
where Pjis is the number of patents awarded to firm 4 in technology class k at month s, and
D;.r;crgovating is defined in (26).

Using the fraction h;:, we order?? the innovating firms in race k in a decreasing order and
assign a race-month-specific percentile rank n;i; to each innovating firm. Specifically, denoting

the number of innovating firms in race k as Ny, we assign rank 1/Nj; to the firm with the

highest innovation efficiency in race k, rank 2/Nj, to the firm with the second highest innovation

2INote that the ability to use patent data is central to our empirical analysis. This is because the data allows to
identify the field(s) of technology in which a firm is innovating and hence it allows to determine the sets of firms
that are competing with each other for the same monopoly rents. This cannot be achieved using R&D spending
data, which are reported as an aggregate dollar amount without distinguishing the nature and category of the
investment. Also, as firms covered by Compustat do not have to disclose R&D, only about one third of firms do
so and, as a result, there are firms that actively patent while do not report any R&D.

22In case two firms have the same hq, we refine the ordering using the number of patent applications filed over
the same 7-months period.
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efficiency, and so on until the least efficient innovating firm is assigned rank 1. As a result, n;p;
denotes the relative (ordinal) position of firm ¢ in race k computed using its recent patenting
success. We use the percentile rank n;i; as the key explanatory variable in our regressions.
[JB]e We prefer the percentile ranking of firms in a race to an analogous unscaled
ranking so that we make sure that the effect of the relative position of a firm in a
race on the firm’s beta is fully separated from the possible effect of the number of
firms in the race on the average beta of the firms in the race. While our theory
predicts that the relative ranking of firms in the race affects the firms’ betas, it is
silent about how the average beta of the firms in the race depend on the number

of race participants.?? e [JB]

3.1.4 Beta and firm characteristics

Our regressions follow directly from the model’s prediction summarized in Section 2.7. To
account for the fact that the firms in our sample may be innovating in multiple races at the
same time,?* possibly with different positions in each race, we present two alternative regression
specifications.

First, we estimate a firm-level regression in which the main explanatory variable is the

average percentile rank 7;; computed across all races in which firm ¢ is innovating at month ¢
Bit = Ao + Mgz + XX + FE(.) + €. (28)

In equation (28), (3 represents the equity beta of firm ¢ at month ¢, and hence we effectively
think of a firm’s equity beta as a portfolio of multiple betas, each corresponding to the specific
position firm 7 has in each race. X;; stands for firm-level control variables and F E denotes
either SIC 3-digit industry interacted with month fixed effects (F Egrox¢) or firm fixed effects
(FE;). Our choice of firm-level control variables is motivated by structural models of investment
and asset pricing that theoretically link conditional betas to firm characteristics. The firm-level

control variables X;; include size (market capitalization), growth options (book-to-market equity

23Note that, if not scaled, the rank of hindmost followers in the race mechanically increases with the number
of race participants. Nevertheless, when we eliminate the scaling, all results we report later in the paper become
stronger. This is because, in our data, the average beta of the firms in the race increases with the number of race
participants, hence, scaling by Ny biases our results downwards.

24For example, in the 3- Year Sample, 41% of the number of innovating firms are active in two or more technology
classes in at least one month over our sample period.
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ratio and profitability), operating leverage (tangibility), financial leverage (book leverage and
cash holding), and investment policy (capital and R&D expenditure). Detailed definitions of
the control variables are provided in Appendix B.1.

Second, we estimate a firm-race-level regression where we have, for each firm-month, as
many observations as is the number or races in which a firm is engaged in at that month. In
this analysis, we effectively treat a firm in two or more races as separate observations, but with

identical betas. This regression, which preserves all race-specific percentile ranks, is

Bikt = Ao + Mgt + Ao Ny + A3 Xy + FEp + FEp + €. (29)

In equation (29), n;; is the percentile rank of firm 7 in race k, Ny is the number of innovating
firms in race k, and F'Fy and F' E; denote technology class and month fixed effects, respectively.

We estimate both regressions above using the 1-Year Sample focusing on races, i.e., obser-
vations with Ng; > 2. The reason for using monthly frequency in our analysis is that it allows
for betas to be conditional on innovation race characteristics (n;x; and Ni;), which do change
month by month. The disadvantage is that monthly conditional beta estimates might be af-
fected by market microstructure issues, can be noisy, or both. To address these concerns, we
estimate regressions (28) and (29) also at an annual frequency using annual beta estimates. The
additional benefit of using annual data is that the frequency of all variables in the regression
matches that of the firm-level control variables Xj;.

At annual frequency, the sample used in regression (28) is based on the 3-Year Sample and
consists of all firm-years in which a firm is innovating in at least one month in a given year. In
this case, in each year, the variable n;; stands for the average percentile rank computed, first,
across all races in which firm ¢ is innovating at month ¢, and second, over months in which firm ¢
is innovating. The sample for regression (29) is defined analogously, and variables n;;; and N,
are respective period-averages of monthly observations in which firm ¢ is innovating. The next

subsection introduces our dependent variables.

3.1.5 Beta measures

Expected returns in our model satisfy the simple one-factor beta-pricing relation,

B[R] =71+ Bi(x)A, (30)
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where the process z is the factor, A denotes the risk premium of the process z, and (;(x) is the
elasticity of firm 4’s value to changes in x. In the model, x represents the market value of a

monopoly profit protected by a patent. We consider two proxies for the process x.

The first proxy is the <JB> walue-weighted <JB> return on the market portfolio <JB>
—Rar <JB> . <JB> A
CAPM betas-and-betasfromour-model [replaced by| There is a one-to-one mapping between

CAPM betas and betas from our model (see discussion in footnote 15). <JB> Therefore,
cross sectional variation in betas predicted by our model <JB> sheuld-persist-in [replaced by]
holds for <JB> CAPM betas as well. To estimate CAPM betas, we use time-series regressions
Ryt = a; + Bi R + Cit, where Ry is the firm i’s excess stock return and Rp; is the excess return
on the <JB> market—peortfolio [replaced by] CRSP value-weighted index <JB> . <JB>
We calculate excess returns using the one-month T-bill rate obtained from Ken French’s web
page. <JB> We use daily returns from CRSP Daily Stock File to estimate the equity beta for
each firm-month using separate short-window regressions (see 7).25 We refer to these estimates
of betas as Market Betas. Next, we correct for the potential intervalling-effect bias <JB>
introduced by ? using the methodology <JB> <JB> diseussed—in [replaced by] of <JB>
?  <JB> usingtheir-methodelogy <JB> .26 We refer to this refinement of <JB> market
[replaced by] CAPM <JB> beta estimates as Sum Betas.

A possible concern with <JB> the-use-of [replaced by| using <JB> the market portfolio
<JB> Ryr <JB> as a proxy for the patent’s market value x is the fact that not all firms benefit
equally from the adoption of new technologies. For example, growth firms that successfully
innovate <JB> may <JB> benefit more than value firms that do not innovate (see ? or

?). Therefore, although the value process x <JB> from—investing—in—new technology—may

have [replaced by] has <JB> a systematic <JB> market-wide <JB> component, it is not

clear whether <JB> thereturn-on-market-portfolie [replaced by a broad market index <JB>
<JB> best <JB> captures the different degree <JB> in [replaced by] to <JB> which firms

benefit from adoption of new technologies. To address this concern, we use the return on the

25To reduce the impact of outliers, we use betas that are estimated using at least 19 daily observations and we
also winsorize betas at the 1% level.

26We follow Proposition 3 in ?. This involves summing up the contemporaneous with the one-day-lead and the
one-day-lag equity betas, which we estimate, one at the time, using analogous short-window regressions.
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[replaced by] Specifically, the return on the spread portfolio of growth and value firms we use
is minus one times the return on high-minus-low book to market portfolio, — R, obtained
from Ken French’s web page. <JB> 27 <JB> Using this proxy, we estimate Growth-Value Beta
for each firm-month as a coefficient on —Ras7, in a one-factor model short-window regression
analogous to the one introduced above for the market model. <JB> <JB> Wereferto-these
estimates—of betas—as—Growth-—VealuweBetas: <JB> If growth firms benefit disproportionately
more from innovation compared to value firms, the <JB> exeess <JB> return on the market
portfolio measures x with error and <JB> using Market Betas <JB> should lead to weaker
results compared to those obtained using <JB> betas—withrespeetto—Rpnrr [replaced by]
Growth-Value Betas <JB> . For <JB> annualregressions [replaced by| estimating regressions
(28) and (29) at an annual frequency <JB> , we use daily returns over calendar year periods
to estimate <JB> annual <JB> Market Betas <JB> , Sum Betas, <JB> and Growth- Value
Betas using the methodologies explained above.

Finally, in order to reduce the noise inherent in the estimation of monthly equity betas from
daily returns, we also compute realized equity betas based on higher frequency returns obtained
from the TAQ database (see Appendix B.2 for details).2® We refer to these beta estimates as

High-Frequency Betas.

3.1.6 Sample overview

We start by describing our samples of innovating firms. Table 1 provides summary statistics
of innovating firms’ characteristics in the 3-Year Sample and compares them to those of all
non-financial firms.?? The 3- Year Sample has 8,377 firm-year observations and the sample of all
non-financial firms has 113,509 firm-year observations.

Relative to the median non-financial firm, we show that the median innovating firm is con-
siderably bigger, more profitable, and holds more cash. Also, it has lower book-to-market equity

and leverage ratios. Median Tangibility and capital expenditure-to-sales ratio are about the

2"We thank Dimitris Papanikolaou for suggesting this beta measure.

28Gee ? and ? for econometric theory underlying the estimation of volatility and covariance using high frequency
data and ? for an application.

29We exclude firms with four-digit SIC codes between 6000 and 6999. When constructing Table 1, we require all
reported characteristics to be non-missing. Market capitalization (item prcc_fxcsho) and total assets (item at) are
measured in USD billions. Market leverage is total long-term debt plus debt in current liabilities (item dltt+dlc)
scaled by sum of total long-term debt, debt in current liabilities, and market value of common equity (item
dltt+dlc+prec_fxcsho). The variable is winsorized at the 1% level. Definitions of the remaining characteristics
are provided in Appendix B.1.
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same, while the R&D expenditure-to-sales ratio is significantly higher. Innovating firms have
both higher Market Betas and higher Growth-Value Betas with the difference being especially
pronounced for the latter. The sample of innovating firms represents only 7.4% (8.7%) of all
firm-year observations (firms) while the fraction of the entire market capitalization taken by the
innovating firms is between 40% and 50% over our sample period. This means that the firms
with high patenting intensity are those with the largest market capitalization.

Next, we report how are characteristics of innovating firms related to their standing in innova-
tion races. Table 2 uses the I1-Year Sample and reports summary statistics of the characteristics
of innovating firms broken down by the number of innovating firms Ny; and the race-specific
rank n;r; Ni;. To ease presentation, we aggregate the number of innovating firms in a race vari-
able into bins, Ny = {1, 2-5, 6-10, 11-15, ..., 5660, >60}. The rank variable is aggregated
analogously.

Panel A of Table 2 reports the average value-weighted Market Beta and the average Growth-
Value Beta. Using both measures, we show that beta increases with the firm’s rank in a race
as well as with the number of firms in a race. For example, using the entire sample the average
value-weighted Market Beta of firms with rank 2-5 is 1.03, while it is equal to 1.18 for the firms
with ranks 21-25.

Panel B of Table 2 reports the average market capitalization (taken from the CRSP Monthly
Stock File, item abs(prc)xshrout) and book-to-market equity ratio of the innovating firms. We
show that the firms closer to race leadership are significantly larger, especially in races with high
number of firms. This pattern in firm size leads us to include market capitalization as our main
control variable in all regressions. The last panel reports the average book-to-market equity
ratio. The book-to-market equity ratio tends to decrease with the firm’s rank in a race and also
with the number of firms in a race. This suggests that followers’ values contain relatively more
growth options, as in our model.

Most of our regression specifications have a panel structure and rely on the time series
variation in the firms’ ranks. Table 3 uses the same sample and rank variable as Table 2 to
describe this variation. It reports the transition probabilities between the rank of an innovating
firm in race k£ at month ¢ and its rank in the same race at month ¢ + 1. The firm-race-month
just before the one in which we observe the firm as innovating in this race for the first time is

coded as ‘Enter.” The firm-race-month immediately after the last one is coded as ‘Exit.” The
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table shows that the firm’s rank does often change over time and that, typically, the probability
with which a firm improves its rank is higher than the probability with which its rank worsens.
As we move towards races with a higher number of innovating firms, the probability of a rank

change, both improvement and worsening, goes up.

3.2 Results

In this section, we present our main results. Panel A of Table 4 presents estimates of the firm-
level regression (28) using the 3-Year Sample at the annual frequency. The dependent variable
is either the value-weighted Market Beta or the Growth-Value Beta. For each beta measure, we
present four specifications that differ in the firm-level control variables and in the set of fixed
effects we include in the regression. In one of the specifications, we also include the lagged values
of the dependent variable as regressors. This proxies for any omitted autocorrelated variables,
which might possibly exist in the context of our analysis. In all regressions, standard errors are

clustered at the firm level.

Across all eight specifications, the positive and significant estimates suggest that the per-
centile rank in a race is associated with higher beta. [JB]e To asses the economic magnitude
of the estimates, consider the second specification in Panel A of Table 4 and a 5-firm
race, for example. The difference between the beta of the leader and that of the
hindmost follower is 0.13, which explains 0.63% of excess return (with 5% market
risk premium). e [JB] The estimated coefficients are about twice as large in the specifications
in which we use the Growth-Value Beta as the dependent variable compared to the analogous
specifications with the value-weighted Market Beta. These findings support the prediction of
our theory that the more a firm is lagging behind in an innovation race, the higher its beta is.
They are also consistent with arguments in ? and ? that growth firms benefit disproportionately
more from innovation compared to value firms, suggesting that the portfolio spread —Rpgasr, is
a less noisy measure of the process x from our model.

Panel B of Table 4 presents estimates of regression (28) using the 1-Year Sample at monthly
frequency. The dependent variable is the value-weighted Market Beta, Growth- Value Beta, value-
weighted Sum Beta, and High-Frequency Beta. For each beta measure, we present the same four

specifications as in Panel A, and we only report the coefficients on the firm’s percentile rank
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in a race.?0 As before, standard errors are clustered at the firm level. In fifteen out of sixteen
specifications, we estimate a positive and significant effect of the percentile rank in a race on
beta. These results confirm that changing data frequency, introducing alternative measures of
systematic risk, or modifying the definition of the rank in the race variable has little impact on

the results.

The next table reports the results from estimating the firm-race-level regression (29) that
explicitly allows for a firm to be innovating in multiple races, with possibly different percentile
ranks, at the same time. Panel A of Table 5 is based on the 3-Year Sample at the annual
frequency and uses the value-weighted Market Beta and Growth-Value Beta as the dependent
variables. For each of the two beta measures, we present a specification with and without firm-
level control variables. Technology class and year fixed effects are included in all regressions.
Standard errors are clustered at the firm level. With this alternative data structure, we continue
to find a positive and significant effect of the firm’s percentile rank in a race on beta. Also, the
estimated coeflicients are again about twice as large in the specifications in which we use the
Growth-Value Beta compared to the analogous specifications with the value-weighted Market
Beta.

Panel B of Table 5 presents estimates of regression (29) using the I-Year Sample at the
monthly frequency with the value-weighted Market Beta, Growth-Value Beta, value-weighted
Sum Beta, and High-Frequency Beta as the dependent variables. For each beta measure, we
present the same two specifications as in Panel A, and we only report the coefficients on the
firm’s percentile rank in a race and on the number of innovating firms in a race variables.
Technology class and month fixed effects are included in all regressions and standard errors are

clustered at the firm level.

In all specifications, we estimate positive coefficients on the percentile rank variable as well
as on the number of innovating firms variable. When we use the Growth-Value Beta as the
dependent variable, the coefficients on the percentile rank are precisely estimated, while they
are not significant when we use the High-Frequency Beta. When we use the value-weighted
Market Beta and Sum Beta, the coefficient on the percentile rank is significant at the 1% level

in our first specification and it becomes insignificant when we include the firm-level control

30The market capitalization control variable comes from the CRSP Monthly Stock File (item abs(prc) xshrout)
and is entered at monthly frequency. The other firm-level control variables come from Compustat and take the
same value for all months in a given calendar year.
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variables. Overall, the results in Table 5 demonstrate that our results are robust to explicitly
allowing for possible heterogeneity of a firm’s percentile ranks across multiple races.
In summary, our empirical findings support the predictions of our theory that there is an

effect of a firm’s relative position in an innovation race on its systematic risk.

3.3 Robustness

We conduct a battery of robustness checks on our results.

First, when estimating the firm-level regression (28), we consider two alternative ways of
aggregating the firm’s percentile ranks across multiple races. Our first approach is to compute
the weighted average of the firm’s percentile ranks across all races in which the firm is innovating.
The weights are, for each race, the number of innovating firms in a given race divided by the
sum of the number of innovating firms in all races in which the firm is innovating. This way,
races with a higher number of innovating firms receive a higher weight. Our second approach is
to use the percentile rank of the firm in the race with the highest number of innovating firms,
i.e., the most populated race. One can argue that races with a higher number of firms are more
important in the economy in terms of monopoly rents they generate, and hence standing of a
firm in such races is a more important determinant of its beta. In both cases, we reestimate
regression (28) using the 3-Year Sample at annual frequency with the same dependent variables
and specifications as those in Panel A of Table 4, as well as using the 1-Year Sample at monthly

frequency with the same dependent variables and specifications as those in Panel B of Table 4.

We present the results with the weighted average of percentile ranks in Panel A of Table C-1
and the results with the percentile rank in the most populated race in Panel B of Table C-1.3!
The results are practically the same as those reported in Table 4. When we use the weighted
average of percentile ranks, the results are stronger, while when we use the percentile rank in the
most populated race, the results are marginally weaker. This evidence suggests that our results
do not depend on how we aggregate the relative positions a firm has across multiple races.

Second, we check whether our results are robust to changing the definition of the innovation
race. In particular, our main proxy for a patent’s technology class is the second-level of the

IPC classification. This proxy is prominent in our empirical analysis as both the definition of

whether a firm is innovating (26) as well as the definition of the relative innovation efficiency

31The tables that report results of our robustness checks are in Appendix C.
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of a firm in a race (27) relies on technology class. To assess the extent to which our results
are affected by changing this proxy, we also consider technology class defined based on a more
aggregated ‘sections of IPC’ (the first-level of the IPC hierarchy) as well as the technology class
defined based on a more disaggregated ‘subclasses of IPC’ (the third-level of the IPC hierarchy).
In both cases, we reestimate regression (28) using the 3-Year Sample at annual frequency with
the same dependent variables and specifications as those in Panel A of Table 4, as well as using
the 1-Year Sample at monthly frequency with the same dependent variables and specifications
as those in Panel B of Table 4. We present the results obtained using the first-level of the IPC
hierarchy in Panel A of Table C-2 and the results obtained using the third-level of the IPC
hierarchy in Panel B of Table C-2. The results are analogous to those reported in Table 4.
Third, to check robustness to changing the definition of the market portfolio, we reestimate
regressions (28) and (29) using equally-weighted Market Beta and Sum Beta as the dependent
variables (the specifications are otherwise identical to those in Tables 4 and 5). The results,
reported in Table C-3, show that when we use the CRSP equally-weighted index, we obtain

stronger results. The coefficients are bigger and are significant at lower levels.

Fourth, since firm volatility is equal to ; X o in our one-factor model, where o is the
volatility of z, our model also predicts that a firm’s total risk increases in its relative position

in an innovation race.32

To see if this prediction is supported by the data, we reestimate
regressions (28) and (29) using the firm’s standard deviation of daily returns scaled by the
market’s standard deviation of daily returns as the dependent variable (again, the specifications
are otherwise identical to those in Tables 4 and 5). The results are reported in Table C-4. We
find strong support for this prediction using all our annual regression specifications. At monthly
frequency, all estimated coefficients are positive, but only sometimes significant. This suggests
that our monthly estimates of the total volatility are very noisy.

Finally, in our main tables, we present estimates with standard errors clustered at the firm
level. As an alternative, Table C-5 presents estimates obtained using the Newey-West estimator

that produces correct standard errors when the error term is autocorrelated in addition to being

possibly heteroskedastic.?® In our annual regressions, we allow for up to 3 lags, while we allow

32This is a simple application of It6’s lemma on the firm value V().
338pecifically, for each dependent variable, we reestimate the second specification from Tables 4 and 5.
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for up to 12 lags in the regressions at the monthly frequency. All the results become more

significant when we use this alternative technique to compute standard errors.

4 Conclusion

This paper explores the link between competition in innovation and asset prices. We develop a
model of an innovation race in which two firms compete for the acquisition of a patent whose
value varies over time due to market-wide risk. Firms’ investments are irreversible and a dis-
covery is a random idiosyncratic event. The model predicts that when leader-follower equilibria
emerge, the beta of the leader is always smaller than that of the follower and that the difference
between the leader’s and the follower’s betas increases in the distance between the firms’ relative
positions in the race.

We test this prediction using a comprehensive panel of patent application filing and patent
award events in the U.S. over 1976-2006 period. We find that the equity beta of a firm depends
on its recent patenting success when benchmarked to that of its rivals in an innovation race:

The equity beta decreases the closer the firm is to a leading position in the race.

Our finding that innovation race variables have a strong explanatory power for systematic
risk in the cross-section of firms suggests that modelling industry rivalry is important for un-
derstanding the cost of capital of firms in different competitive environments. The pattern of
within-industry heterogeneity of equity betas implied by our model challenges the commonly
followed practice of using industry peer betas to estimate the cost of capital.

Consistent with earlier empirical work, we observe that only the firms with the largest
market capitalization are highly active in innovation. Our model provides a possible answer to
this empirical phenomenon. A firm that considers joining an innovation race may face a high
cost of capital. This makes joining the race costly and constitutes a de-facto barrier to entry.
A formal investigation of the effect of entry on the cost of capital has potentially important
policy implications for the relationship between competition and innovation. To fully address
this point, however, one would need to extend the current model to a general equilibrium context

with entry and exit, a task we leave for future research.
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Figure 1: Values of the follower and the leader

The figure reports the value of firm ¢ = 1,2 when it invests as the follower (Panel A) and when it
is the leader (Panel B) assuming that h; > ho. The values in Panel A (B) illustrate the results in

Proposition 1 (Proposition 2). The optimal investment thresholds for the follower are z!" and zf
derived in Proposition 1. Parameter values: hy = 0.5, ho = 0.2, § = 2%, 0 = 75%, and K = 1.

Panel A: Follower
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Figure 2: Equilibrium regions

The figure reports the thresholds J(h;) (solid line) and S(h;) (dash-dotted line) and the corresponding
Markov perfect equilibrium regions derived in Proposition 4. Parameter values: § = 2% and K = 1.
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Figure 3: Leader’s and follower’s beta

35

The figure reports the beta of the leader, 3-F (z), and the follower, 35F (z), in leader-follower equilibria
derived in Proposition 6. Parameter values: § = 2%, K = 1, and o = 30%.
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Figure 4: Leader’s and follower’s beta along a sample path of z(t)

The figure reports a sample path of the process z(t) in (1) over T = 240 periods, the investment
thresholds of the leader and the follower, and the corresponding betas in the case of a preemptive
equilibrium. Parameter values: h; =1, hy = 0.5, p = 0.11, 6 = 2%, 0 = 30%, and K = 1.
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Table 5: Beta and the firm’s ranks in all innovation races

The table presents estimates from firm-race-level OLS regressions of the equity beta on firm and race
characteristics (equation (29) in section 3.1.4). Percentile Rank denotes the relative (ordinal) position of
a firm in an innovation race computed using the firm’s recent patenting output relative to that of the
other firms active in the race. Number of Innovating Firms is the number of firms that are active in
innovation in a given race and year (month). Definitions of the firm-level control variables are provided
in Appendix B.1. Robust standard errors (clustered at the firm level) are reported in parentheses; *, **|

and *** denote significance at the 10%, 5%, and 1% level, respectively.

Panel A: 3-Year Sample at annual frequency
We use the 3-Year Sample at annual frequency. For each firm-year, we have as many
observations as is the number or technology classes in which the firm is active in
innovation as of that year. The dependent variables are value-weighted Market Beta
or Growth-Value Beta defined in section 3.1.5. We include the technology class and
year fixed effects in all specifications.

Market Beta Growth-Value Beta

Percentile Rank 0.134***  0.054** 0.334*** 0.114%**
(0.028) (0.024) (0.058) (0.044)
Number of Innovating Firms 0.109%** 0.001 0.240*** 0.002
(0.041) (0.037) (0.082) (0.071)

Market Cap 0.042%#%  0.047*** 0.076*** 0.064**
(0.012) (0.013) (0.027) (0.027)

Profitability 0.042 0.411**
(0.111) (0.191)

Tangibility -0.032 -0.134%%
(0.020) (0.036)

B/M -0.354%* -0.871+**
(0.138) (0.309)

Cash 0.850%** 1.820%**
(0.098) (0.195)

Book Leverage -0.045 -0.443**
(0.108) (0.214)
R&D -0.020 -0.083
(0.036) (0.073)

CAPEX 0.714%** 1.861***
(0.164) (0.367)

Technology, Year FE Yes Yes Yes Yes

R? 0.247 0.339 0.356 0.476

N 22,702 21,509 22,702 21,509




Table 5 (cont.): Beta and the firm’s ranks in all innovation races

Panel B: 1-Year Sample at monthly frequency

We use the 1-Year Sample at monthly frequency. For each firm-month, we have as
many observations as is the number or technology classes in which the firm is active
in innovation as of that month. The dependent variables are value-weighted Market
Beta, Growth-Value Beta, value-weighted Sum Beta, or High-Frequency Beta defined
in section 3.1.5. The regression specifications are identical to those in Panel A, and
we do not report firm-level controls for brevity. We include the technology class and
month fixed effects in all specifications.

Market Beta

Growth-Value Beta

Percentile Rank 0.114%%* 0.037 0.276%+* 0.091**
(0.026) (0.024) (0.053) (0.042)
Number of Innovating Firms 0.207***  0.072* 0.290%** 0.049
(0.044) (0.040) (0.091) (0.078)
Technology, Month FE Yes Yes Yes Yes
R2 0.129 0.167 0.260 0.306
N 230,113 219,238 230,113 219,238
Sum Beta High-Frequency Beta
Percentile Rank 0.115%** 0.041 0.065 0.006
(0.033) (0.030) (0.041) (0.036)
Number of Innovating Firms 0.261*F*F*%  0.130%** 0.294*+* 0.218%**
(0.050) (0.046) (0.056) (0.050)
Technology, Month FE Yes Yes Yes Yes
R? 0.084 0.104 0.383 0.447
N 230,113 219,238 115,499 107,456
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A Appendix: Proofs

The following lemma contains two preliminary results that will be used extensively in the sequel.

Lemma A.1. Let x(t) be the stochastic process in (1) with p < r and T = inf{t > 0: z(t) > z*},
x* > x(0). Then

B[] — (w(0)>¢’ | )

[ [[eroa] = 2O - (12)7] (a2

where ¢ = % -5+ (% - %)2 + 20 > 1 4s the positive root of the quadratic equation

%J%ﬁ(gb —1)+up—r=0 (A3)

Proof:  The proof is standard and can be found, for example, in ?, Chapter 3, or 7, pp.

315-316. B

Proof of Proposition 1

By the law of iterated expectations, we can express (4) for x < xZF as

_ NF
e (T‘+h] )Ti ETF

i

ViE(z) = max E

T

/ e—<r+hi+hj><t—ff>hix@)dt—K”, 2(0) =z, (A4)
7_F

7

é;j h: F
T i B
= mx (%) (s k). (4%

2 (2

F

70

yields (5) and (7). |

where the last equality follows from (Al) in Lemma A.l. Maximizing with respect to z

Proof of Proposition 2

From (A2) in Lemma A.1, the leader’s value (8) for < 2" can be written as

¢;—1 on W F
T T h;x;
1— (= i — K A6
(:L’f) +<xF> hi +h; 46 ’ (A6)

(2
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from which (9) follows. |

In the following lemma we collect useful properties of the investment thresholds and value

functions.
Lemma A.23% Let 2" defined as in (5), i =1,2. If hy > ho then ¥ < 2f.

Proof: Let usset ho =h >0and hy = (1+a)h, > 0. If « =0, xf = :c§ Hence, to prove
the lemma we need to show that " < zf for a > 0.

From (6) we define the function

pla) =7+ V72 +k(a) > 1 (AT)

where v = 1 — =2 k(a) = 2¢(r + h(1 + a) and € = ~5. By definition, ¢(a) is the positive

o2

solution of the quadratic equation

%g%ﬁ((ﬁ— 1) + (r — )¢ — (r + h(1 +a)) = 0. (A8)

The thresholds #1" and z£ in (5) can then be expressed as follows

r_ ¢0) h(l+a)+d
T

=20 -1 h(lta) and 28 = . (A9)

Therefore to show that 1" < L' it is therefore sufficient to show that the function
fla)=———(1+a), a>0 (A10)

is increasing in «. Taking the first derivative with respect to o we get

—¢'(a)(1 + a) + ¢(a)(d(e) — 1)
(() — 1)

flla) = (A11)

Because ¢(«) is the positive root of quadratic equation (A8) with u replaced by r — § and r
replaced by r+h(14+«), we can write ¢(a)(d(a)—1) = k(a)+2(y—1). Moreover, ¢'(a) = #
Hence, f’(«) > 0 if and only if

€h(1+a) < UB(), (A12)

34We thank Alberto Romero for help with the proof of this lemma.
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where UB(7) = (k(a)+ (27— 1)(y+ /7% + k(a)))\/72 + k(o). We now show that inf., UB(y) >
¢h(1+a), thus proving that ¥ < z1’". Simple algebralc manipulation allows us to rewrite U B(7y)

as

B’y):<\/'y2—|—7k(a)+’y—1)<\/’y + k(o )<\/’y T k(a) + )>o. (A13)

Taking the derivative of UB(~) with respect to v we obtain

UB'(7) = (v + W) ) (v + V7 + k(@) > 0 (Al4)

1 T

Because, v = 5 — ﬁ and § > r, for any r, v is minimum for § = 0. Let 4 = infsy = 1 — =&

2 o2°
Hence, for every 0 < 0 < r, UB(¥) < UB(7v). From (A13), using the definition of 4 we obtain
that

UB(H) = (V=47 ela) +4-1) (V=97 +el@) (V=97 +ela) +7), (A15)

where c(@) = 2¢(1 + ). From (A14), UB'(9) > 0 and, from the definition of 4 = § — % we
aUB( )

= UBH) 67 < 0. The lowest bound of UB(%) thus obtains when r — oo.

obtain that 55

Direct computation shows that limy_.., = = ¢h(1 4 «), thus verifying condition (A12). g
Lemma A.3. Let V' (z) and VE(z), i = 1,2, be defined as in (7) and (8), respectively. Then,
if h1 > ho: (i) Vi (x) > Vi (2), and (i) ViF(x) > Vi (x) for all z.

Proof: Part (i) follows immediately from the convexity of V:f'(x), i = i,2, and Lemma A.2. To
prove (ii), from the definition of V. (z), i = 1,2, in (8), and the fact that 2 > z" (Lemma A.2),
it is immediate to see that Vi¥(z) > ViF(z) for z > xf". For 2 € [, 2f] we have that the

difference

hl hQ x o1 1 1
ViE(z) — Vi = - () p2F _
1 (.’,17) 2 (iL‘) T <h1+5 h1+h2+5> <.’172F> 172 <h1—|—(5 h1+h2+5>
1 1 z \* 1 1
h — — (=) hi?f —
o 1 <h1+(5 h1+h2+5> <x§> 12 <h1+(5 h1+h2+5>

Fyp1 _ 91 . F
(-1 G Vishet s B B (A16)
hi+6 hi+ho+90 (x2)¢1

where the first inequality follows from hy > hy and the last inequality follows from z < x and

1 > 1. For z € [0, 2%] we note that: (a) ViE(2F) > Vi (2) by (A16); (b) 222 -
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oV v Vs .
and gx(x) = h1+h}52+5’ thus éx(x) - > % o and, (c) Vi¥(z) and V' (z) are strictly
concave in z € [0,z1]. These facts imply that Vi*(z) and ViF(z) cannot cross for any = < o1,
and therefore Vi¥(z) > ViF(z). ]

Lemma A.4. If hy > hy then: (i) there always exists a unique & such that Vi¥(z) > VI (z) for

all x € [2,2L], and (ii) there exists a hy such that Vi&(z) < Vi (x) for all x € [0,2L].

Proof: (i) Let Dy(z) = V¥ (x) — V{f'(z), z € [0,25]. Note that: D;(0) = —K, Dy(z}) = 0,
oV (2)
ox

- = (ﬁ - m> hi(1 — ¢1) < 0. Hence, D;(z) has a unique root & € [0, z1].
(ii) Let Da(x) = Vi (x) — Vif (), x € [0,2]]. Note that, if hy = hg, then 2i" = 2&" and, by (i),
there exists a & € [0,#1] such that Dy(x) > 0 for z € [#,21]. Moreover, limy, .o = —K for

r < zL'. Hence, there exists a hy > 0 such that Vif'(z) < Vif'(x) for all x € [0, x1]. ]

Lemma A.5. Suppose the roles of the firms are preassigned and firm j is the designated leader

who cannot be preempted by firm i. The value of firm j is

X
J

%o
(%) ‘/JL(ij) ifx < xJD (A17)

L - D
Vi (x) if v > x;

where VJL(x) is defined in Proposition 2 and a:jD s tmplicitly determined by the smooth pasting

condition

®; D
hj hzl'f ‘TJD hjxj _

with ¢o given in equation (11), ¢; given in equation (6), and zF given in equation (5).

Proof: The optimal value of firm j as the designated leader VjD (z) is given by

VP (z) = HTl%XE [efTTJDVjL(xf)} : (A19)
J

where TjD =inf{t > 0:z(t) > ZCJD} From Lemma A.1, the value of the designated leader (A19)

for x < x{? can be written as

ol
VP (2) = max (ﬁ)) Vi) . (A20)
J
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Maximizing with respect to x; D yields (A19) where z is implicitly defined by (A18). Because

V:E(z) is increasing and concave for z € [0, xf ], 2P <f . ]

Proof of Proposition 3

The value of firm ¢ when both firms invest at a pre-specified threshold z€ is given by
Vi(z;a%) = E [e”c </ e~ HhA )T (1) dt — K>] ; 1=1,2, (A21)
C

where 7¢ = inf{t > 0 : 2(t) > 2%}. The proposition follows immediately from the law of

iterated expectations and Lemma A.1. |

Proof of Proposition 4

From Lemma A.3, hy > hy implies Vi¥(z) > Vi (z), V€ (z;29) > VE(z;2¢) and 2§ < 2§.
A simultaneous equilibrium can only occur when V,(z;2{) > Vii(z) and V¥ (z;2§) > Vi (x)
for all . The only sustainable joint investment threshold is {, because, given that x(0) <
2, firm 1 will have always incentive to deviate from the alternative joint threshold x§ that
maximizes firm 2’s joint value. Because Vi*(z) is concave and decreasing in hy in x € [0, 24
and V,(z) is convex, for every hy there exist a pair (z*, h3) such that Vi"(z*) = V¢ (z*; 2¢)
and 2@ _ VE@al)| | Tet J(hy) = by For hy > J(h), ViE(@*) < VE(z*2$) and a

simultaneous equilibrium is possible. For hy < J(h1), Vi#(z*) > V¢ (2*; 2{) and no simultaneous

equilibria are possible. If J(h;) > hj then no simultaneous equilibria are possible when h; > ha.

Similarly, for every h; there exist a pair (z**,h3*) such that Vi (z**) = V& (z**;2{) and

8\/?;(90) _ BVgcéi;xlc)‘x:m** Let J(hy) = h3*. For hy > J(hi), Vi (z) > Vi€ (2;2¢) for some x and

a simultaneous equilibrium is not sustainable. For hy < J(hy), Vi (z) < V€ (x;29) for all z and
simultaneous equilibria are possible. Furthermore, if J(h1) < hy then there exist a unique le
such that J(hy) > hy > J(hy) for all hy < hy and J(hy) = J(h1) = hi. Hence, if hy > hy a
simultaneous equilibrium can emerge only if hy > J(h1) and hy < hy.

A sequential equilibrium emerges if V,¥(x;2{) < V{¥(z) for some x and Vi*(x) < Vi (x) for
all x. Because Vi¥(z) is concave and increasing in hg, and Vi (z) is convex in = € [0, z17], for
every hy there exists a pair (2, h}) such that Vif(2') = Vif'(2/) and m/gx(m) = (x)\ J—
S(h1) = h%. For hy < S(h1), Vi&(z) < Vi'(z) for all x and the equilibrium is of the sequential

» Let
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type. For hy > S(h1), Vi (2') > Vif'(2/) and so no sequential equilibrium are possible. In the
last case, firm 2 will attempt to preempt firm 1 as long as Vi¥(x) = Vif'(z). Let 2l = inf{z €
[0, 28] : Vi (z) = ViF (z)}. Then, if hy > S(h1), firm 2 will try to preempt firm 1 until z > 2%
Because hy > hg, by Lemma A.3, Vil'(2) — V' (z') > 0. Hence, the optimal response of firm 1
is to e-preempt firm 2 and invest at xf = min{xf — €, a?{) }, where € > 0 and ach is the optimal

investment threshold of firm 1 as a designated leader, defined in (A18) of Lemma A.5.

The two thresholds J(hi) < h; and S(h1) < hy partition the space (hy,h2), h1 > hga, into

four regions, each characterized by a different equilibrium.

1. Region 1: hy > J(hi) and hy > S(hi1). Two types of equilibria: Simultaneous and

preemptive.

2. Region 2: hg > J(h1) and he < S(h1). Two types of equilibria: Simultaneous and

sequential.
3. Region 3. ha < J(h1) and hg > S(h1). Unique preemptive equilibrium.

4. Region 4. hy < J(h1) and he < S(h1). Unique sequential equilibrium. [

Proof of Proposition 5

The firms’ value in the case of preemptive or sequential equilibrium follow directly from Propo-
sitions 1 and 2 while the firms’ value in the case of simultaneous equilibria follow from Propo-

sition 3.

Proof of Proposition 6

Immediate from the definition of beta in (19) and Proposition 5. |

Proof of Proposition 7

The proof is by induction. We consider the case of three firms first and then generalize to
the case of N firms. Let 7 < 79 < 73 be the investment times of firms 1, 2 and 3 respectively,

corresponding to the thresholds x1 < z2 < x3. Following the derivation of leader’s and follower’s



52
payoff in Section 2.2, the value of firm 1 at threshold z; is given by

T2 T3
Vi(z1) = E {/ e Ty g (t)dt + e~ (THOI™ (/ e~ rthth2)(t=m2) p, (1) dt 4

0 T2

o~ (r+hiths)(t3—72) /Oo e—(r+h1+h2+h3)(t—7'3)hlx(t)dt>:| - K

73

hiry T ¢1 Lo ¢2
= -K—-(—] h A — | hixsA
Hy+46 <x2> (P2t t T3 14333 (A22)
where Hy, = Zle hi, A = Hk_11+6 - H2]1€+5, k> 2, and ¢y, defined as in (25). Following similar

construction we obtain

h ¢2
hix
Vi(ws) = 575 (A24)
1 o2
(= hoxy . (a2
Va(zy) = <x2> <H2+5 K <x3> h2$3A3> (A25)
haxo 29\ 2
VQ(.CCQ) = H2+(5_K_<l‘3> hg.ﬁl:gAg (A26)
hox
Va(ws) = 575 (A27)
1 o2
_ () (= hay
Va(z1) = (@) <x3> <H3+5 K) (A28)
P2
T hsx
Va(z2) = (g) <H33+35—K> (A29)
h
Vi(z3) = -0 K. (A30)

Hs;+6
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These quantities can be used to derive firm values in leader-follower equilibria for all z as follows

( %o
(2) " Wlen) if o < o
Mz i%h 9y + @@th fry<z<w
VlLF(I') _ Hi+96 Z 1 282 z3 14323 1 2
o2 ]
Ijrl;_fg - (g) hiw3Az if o <z < x3
;;_fg if x> x3
%0
(%) Vao(x1) if x <y
1 )
VEF(z) = (%) ‘/’2(3023S ifxg <x <9
2
I-?;f& — (%) h2$3A3 if To < < X3
I;L;f(; if x> 3
( i .
(z%) Va(xzy) ifx<a
®1 )
ViF(z) = <‘;2>¢ Vi(ze) ifx1 <z < 2
2
(a:%,) Va(xs) ifxg <x < a3
L % if z > x3

Similarly, for V3 (z) and ViF(z). Generalizing to the case of N firms we obtain

(&) e

( z )¢"v’( ) for n <
LF m (Tn+1 orn<m
Vi () = It n ifr, <zr<xpi, n=1,..
I?:f(; — (zfﬂ) holmn  forn>m
hmx .
Hyn+o if v > TN
with
DK
N-1 .
Tpny1Bns1 + [ [ (%) Tpp1Dpp1 ifm<n
Fm,n = )
1 ifm>n
1 1
Ak:m—m>0,a1’ld,fOI‘n:1,...,N—1,
bn _
B — (325) ™ B ifm<n

if x <1

on
hinon Tn 4 —
2 K <xn+1) holmn ifm=n,

bn _
(iﬁ) Vi (241 it m > n

(A31)

(A32)

(A33)

LN—1

(A34)

(A35)

(A36)
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and
hmzy ifm<n
Vin(an) = 4 3 . . (A37)
TE;;S —’}( lan/::fV

Using the definition of beta in (19) and the equilibrium firm values in (A34) we obtain (24)
where

-
am,n(x) - bm,n(x)

W (x) =

>0 (A38)

én
with amn(7) = g:f(s and by, p(x) = ( L ) hon L - ]

Tn+1
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B Appendix: Details of empirical implementations

B.1 Definitions of firm control variables

Market Cap The natural logarithm of market capitalization of a firm’s common
equity in USD millions. We use the market capitalization reported
in Compustat as of the fiscal year end (item prcc_fxcsho) in our an-
nual regressions, while we use market capitalization from the CRSP
Monthly Stock File (item abs(prc)xshrout) in our monthly regres-
sions.

Profitability The earnings before interest, taxes, depreciation, and amortization
(item oibdp) scaled by total assets (item at). The variable is win-
sorized at the 1% level.

B/M The natural logarithm of the book value of common equity (item ceq)
scaled by the market value of common equity (item prcc_fxcsho). The

variable is winsorized at the 1% level.

Tangibility The total net property, plant, and equipment (item ppent) scaled by
total assets (item at).

Cash Cash and short-term investment (item che) scaled by total assets
(item at).

Book Leverage Total long-term debt plus debt in current liabilities (item dltt+dlc)
scaled by total assets (item at). The variable is winsorized at the 1%
level.

R&D Research and development expenses (item xrd) scaled by sales (item
sale). The variable is winsorized at the 1% level.

CAPEX Capital expenditures (item capx) scaled by sales (item sale). The

variable is winsorized at the 1% level.

B.2 Estimation of high-frequency betas

For each stock, we use prices between 9:45am and 4:00pm, sampled every 25 minutes, to compute
high frequency returns. We combine these returns with the overnight return, computed between
4:00pm on the previous day and 9:45am on the current day, yielding a total of 16 intra-daily
returns. We choose a 25-minute frequency to balance the desire for reduced measurement error
with the need to avoid the microstructure biases that arise at the highest frequencies (e.g., 7,
?, and 7). The prices we use are the national best bid and offer (NBBO) prices, computed by

examining quote prices from all exchanges offering quotes on a given stock. We use the exchange
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traded fund tracking the Standard & Poor’s Composite Index (SPDR) traded on Amex with
ticker SPY to measure the market return, as in 7. We compute monthly equity betas as the
ratio of a stocks’ realized covariance with the fund to the realized variance of the fund over a
given month and we refer to it as High-Frequency Betas. Since TAQ data are available starting
1994, the size of our sample is reduced to about half compared to when we use the other beta

measures.

C Robustness tables
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